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ABSTRACT
Recent years have witnessed the profound influence of AI technolo-
gies on computer gaming. While grandmaster-level AI robots have
largely come true for complex games based on heavy back-end
support, in practice many game developers crave for participant
AI robots (PARs) that behave like average-level humans with inex-
pensive infrastructures. Unfortunately, to date there has not been
a satisfactory solution that registers large-scale use. In this work,
we attempt to develop practical PARs (dubbed ParliRobo) showing
acceptably humanoid behaviors with well affordable infrastruc-
tures under a challenging scenario—a 3D-FPS (first-person shooter)
mobile MMOG with real-time interaction requirements. Based on
comprehensive real-world explorations, we eventually enable our
attempt through a novel “transform and polish” methodology. It
achieves ultralight implementations of the core system components
by non-intuitive yet principled approaches, and meanwhile care-
fully fixes the probable side effect incurred on user perceptions.
Evaluation results from large-scale deployment indicate the close
resemblance (96% on average) in biofidelity metrics between Par-
liRobo and human players; moreover, in 73% mini Turing tests
ParliRobo cannot be distinguished from human players.

CCS CONCEPTS
• Information systems → Multimedia information systems;
Massively multiplayer online games.
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1 INTRODUCTION
AI technologies are increasingly used in computer gaming, mostly
for two goals: winning or participation. The former has recently
been achieved by applying modern AI techniques, esp., deep rein-
forcement learning (DRL), to various simple and complex games,
typically based on heavyweight back-end support. The resulting
AI robots, e.g., AlphaGo [12], AlphaStar [56], and OpenAI Five [2],
manifest AI’s power of defeating its human rivals in chess, real-time
strategy (RTS), first-person shooter (FPS), and other game genres.

For the latter, there exist satisfactory participant AI robots (ab-
breviated as PARs) in simple games like Gomoku [63] and Super
Mario [52]. However, we have not seen such robots in complex
games (e.g., Legends [40] and PUBG [26]) that involve various
kinds of delicate interactions. In fact, in complex games existing
PARs are generally considered “stiff, stupid, and ridiculous” by hu-
man players [17], even when built on expensive infrastructures.
This could severely harm the user experience, and sometimes even
discourage the participation of human players [36].

According to our interviews with a number of developers for
complex games, the vast majority of them crave for PARs that
behave like average-level humans rather than grandmaster-level
AI robots, since the former can better act as non-player characters
(NPCs) for promoting human players’ immersive engagement and
attracting new players. Meanwhile, the developers wish to limit
the infrastructure cost to an affordable level for supporting the
large-scale use, i.e., they also want the PARs to be lightweight.

To understand real-world challenges, we attempt to develop
lightweight PARswith acceptably humanoid behaviors for a popular
3D-FPS mobile MMOG (dubbed 8-Game) with 230K users as of
03/2022 and real-time interaction requirements. We choose this
highly challenging scenario so that our solution (if feasible) can be
reused in many other demanding games. In general, we leverage
mainstream DRL techniques to enable this attempt, since the core
problem of developing PARs for complex games is how to let them
properly react (i.e., take actions like human players) based on high-
dimensional inputs under complex environments, which conforms
to the basic philosophy of DRL.

As illustrated in Figure 1, the desired system is implemented
in three major steps. First, we take sampled images of the envi-
ronments and players visible to PARs as the state input (5 frames
per second). Then, we employ pre-trained deep neural networks

9093

https://doi.org/10.1145/3581783.3613764
https://doi.org/10.1145/3581783.3613764
http://crossmark.crossref.org/dialog/?doi=10.1145%2F3581783.3613764&domain=pdf&date_stamp=2023-10-27


MM ’23, October 29–November 3, 2023, Ottawa, ON, Canada. Jianwei Zheng, et al.

Human

AI Robot

Game

Biofidelity

Evaluation

Knowledge & 
Strategy

Knowledge & 
Strategy

ActionAction BehaviorBehaviorKnowledge & 
Strategy

Action Behavior

BehaviorBehaviorInstructionInstructionDRL ModelDRL Model BehaviorInstructionDRL Model
Environment

Player

Environment

Player

Figure 1: Basic workflow for the development and evaluation
of participant DRL robots.

(DNNs) to extract the features of images, and utilize mainstream
DRL models [39, 46] (which are trained with real human players’
gaming traces) to generate action instructions for PARs. Finally,
we compare the exhibited behaviors of PARs and closed-beta-test
(CBT) human players to evaluate the biofidelity. During the process,
however, we encounter three-fold significant difficulties.
• Server Bottleneck. Since the PARs are supposed to run smoothly

on numerous heterogeneous mobile devices without interfering
the already very “heavy” app of 8-Game, we strive to minimize
the client-side overhead. This requires the server to play a cen-
tralized, “almighty” role—it collects image data from each robot,
infers the next action for each robot, and then sends the action
instruction(s) to each robot. Processing the visual features of
image data at scale will incur considerable overheads.

• Hearing Loss. Modern 3D engines require audio production to
be accompanied by visual rendering [14]. If the server wants to
generate and leverage auditory information, it has to accomplish
visual rendering in advance with tremendous overhead. In con-
sequence, state-of-the-art solutions (e.g., AlphaStar) choose to
avoid both acoustic and visual rendering at the server. This is
reasonable for most games (e.g., RTS games) but unsuitable for
8-Game, as players need hearing to perceive the enemies behind.

• Late Instructions. The DRL inference delay for an action averages
at 104 ms, which can cause an action instruction to reach a client
behind time (and thus the PAR can be slow in response). In wired
networks where the average delay is only 20 ms, the total inter-
action delay stays around 124 ms so very few instructions come
late. But in mobile networks where the delay is considerably
longer (avg. 70 ms) [31], up to 14.3% instructions arrive late.
In essence, we note that these difficulties are all attributed to

intuitive (and thus heavyweight) implementations of the core sys-
tem components. First, to emulate human vision, we take images
as the state input, incurring tremendous overhead of visual data
processing on the server. Second, the tight coupling of audio and
visual data rendering in modern 3D engines hinders our straight-
forward integration of PARs’ hearing abilities. Third, to generate
human-like actions, we employ complex DRL models with many
layers and parameters, substantially increasing the inference delay.

Addressing these issues is not easy, as conventional optimiza-
tions with common wisdom prove to be ineffective. To alleviate
server bottlenecks, a natural method is to downscale input image
resolutions, but this hinders PARs’ ability to identify game elements
due to the loss of critical visual features. Moreover, directly extract-
ing audio features from 3D engines involves heavy convolution
operations, and brings noises like background sounds. We also try

to reduce inference delay via model quantization [64] (which down-
casts model parameters from floats to integers), but this impairs
PARs’ decision-making abilities and makes them look “stiff”.

Given that the difficulties cannot be resolved by intuitive imple-
mentations or optimizations, we decide to explore non-intuitive yet
more principled approaches. Eventually, we successfully build the
desirable system, ParliRobo, through a novel “transform and polish”
methodology, which substantially lightens our original implemen-
tations in an indirect, nearly equivalent manner and meanwhile
carefully fixes the probable side effect incurred on user perceptions.

Specifically, from the perspective of visual feature representation,
instead of directly using images, we utilize ultralight structured in-
formation that only contains the properties (e.g., locations and quan-
tities) of crucial game elements (e.g., players and props) to eliminate
server bottlenecks. Inevitably, this causes certain visual detail losses,
so we conduct fast approximate vision reconstruction by conformal
mapping [43] and bilinear extrapolations/interpolations [57].

From the perspective of auditory perception, instead of accurately
rendering or roughly extracting the audio data (both of which are
computation-intensive), we synthesize directional vision to com-
pensate a PAR’s hearing upon specific game events like footsteps
and gunshots. However, the artificial (vision-based) hearing cannot
rationally reflect the sound attenuation; hence, we make it realistic
through linear attenuation-based acoustic energy transformation.

From the perspective of online inference, we cut excessive “trivial”
neurons off the DRL model using the lottery ticket hypothesis [10]
to reduce inference delay. Unfortunately, the prunedmodel becomes
weak in generalizability, i.e., hard to accommodate new game func-
tions; thus, we devise flexible model migration to retrieve neurons
crucial to PARs’ decision making with regard to new functions.

According to our experiment results with large-scale deploy-
ment and small-scale mini Turing tests, ParliRobo shows accept-
ably humanoid behaviors in 8-Game. With a well-established IRB
and informed user consent, we record real-time gaming behavioral
data (i.e., shoots, hits, jumps, crouches, moving distances, and props
gathered) of 96,812 opt-in users for two months (Oct.–Nov. 2021). In
terms of most biofidelity metrics, ParliRobo exhibits a close resem-
blance (96% on average) to human players. Meanwhile, the average
DRL inference delay for an action is reduced from 104 ms to 30.4 ms,
so the portion of late instructions decreases from 14.3% to trivial
(0.78%). Additionally, 34 users participate in the mini Turing tests, in
the majority (73%) of which ParliRobo cannot be distinguished from
human players by these users. In all experiments, the maximum
number of concurrent PARs is 13,200, which can be well supported
by four commodity servers; each server is equipped with an Intel
Xeon 64-core CPU@2.40GHz and 128-GB DDR memory.

Finally, the code and data involved in this study have been re-
leased in part at https://ParliRobo.github.io/.

2 APPLYING MAINSTREAM DRL
TECHNIQUES TO 8-GAME

2.1 Brief Introduction to 8-Game
In today’s online gaming landscape, MMOGs have formed a $54
billion market in 2022 [51]. To provide a generic framework for
realizing PARs in MMOGs, we target the most challenging MMOGs
genre that features action-packed real-time 3D interactions, by
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Figure 2: Architecture of our intuitive implementation.

collaborating with 8-Game, a popular 3D-FPS mobile MMOG with
∼230,000 users as of 03/2022. Each round of 8-Game is a 30-player
“death match” lasting 15 minutes, where players strive to gain as
many scores as possible by eliminating others or picking up money.
More details of 8-Game are described in Appendix A.1

2.2 Intuitive Implementation
Deep reinforcement learning (DRL) has overwhelmed other AI tech-
niques in both simple and complex games based on heavy back-end
support [2, 12, 38, 56]. MainstreamDRL techniques used inAI robots
can be basically classified into two categories: value-based [39] and
policy-based [46], according to their different status update mecha-
nisms. The value-based DRL defines the reward function of actions
as returns, and tends to choose actions that can maximize the re-
ward sum. In contrast, the policy-based DRL defines the update
policy and assigns a probability distribution to all possible actions.

To understand real-world challenges of developing PARs for
MMOGs, we make a preliminary attempt by applying these two
DRL techniques to 8-Game (Figure 2). Game servers manage gen-
eral game events, such as maintaining player states and syncing
them with clients. We sample rendered images from a PAR’s view
every 0.2 seconds, aligning with the typical human visual reaction
time [24] and the common practice for AI robots in MMOGs [2].
Then, the sampled images are sent to inference servers as state
inputs, which then generate action instructions for PARs.

We adopt VGG16 [49] to extract visual features from sampled
images. VGG16 uses small convolution kernels to replace large ones,
and thus incurs less overhead than alternatives like AlexNet [27].
We further employ both Deep Q-learning Network (DQN) [39] and
Proximal Policy Optimization (PPO) [46], the representative value-
based and policy-based DRL models, to infer action instructions for
PARs, respectively. They are trained with human players’ gaming
traces in eight Nvidia V100GPUs, and deployed on inference servers.
The two solutions are denoted as PAR-DQN and PAR-PPO.

However, our evaluation of PAR-DQN and PAR-PPO during the
close beta test (CBT) reveals their three shortcomings. The first
stems from the server-side bottleneck, which results in unsatisfac-
tory service throughput. As shown in Figure 3, a typical commodity
server (with an Intel Xeon 64-core CPU@2.40GHz and 128-GB DDR
memory) can only support no more than 1,000 concurrent PARs,
with high CPU utilization being the primary cause.

Second, PARs lack hearing ability, preventing them from reacting
to in-game sounds. To measure players’ responsive ability to sound,
we adopt the action saliency distance [28], defined as the cosine
distance (ranging from [0, 2]) of two consecutive action vectors that

represent player actions. A higher value of the distance indicates
a more significant action change. We observe that when human
players hear the sound events (i.e., gunshots and explosions), the
corresponding action saliency distance increases significantly. In
contrast, PARs cannot perceive surrounding sound events with less
significant action changes. This is due to the tight coupling of audio
and visual rendering in modern 3D engines, causing most MMOGs
to avoid using audio to prevent heavyweight visual rendering [14].

The third is the slow reaction of PARs, which makes them look
inactive and stiff. To demystify this, we meticulously analyze the
interaction delay between the server and client (i.e., from the start
of model inference to the time when instructions reach user de-
vices). Figure 2 indicates that interaction delay includes inference
delay and network delay. As shown in Figure 4, the network delay
ranges from 49 ms to 100 ms, while the inference delay is longer
(avg. 103 ms). Thus, the interaction delay often exceeds the 200-ms
instruction cycle, making PARs perform actions less than 5 times/s.

2.3 Conventional Optimization
These shortcomings motivate us to optimize intuitive implementa-
tions from three perspectives, i.e., input scale, hearing compensa-
tion, and model complexity. We denote PAR-PPO and PAR-DQN
with all subsequent optimizations as PAR-PPO+ and PAR-DQN+.

ImageDownscaling. We reduce the resolution of high-dimensional
input images to alleviate the server-side overhead. Figure 5 shows
that after downscaling the resolution from 1024×512 to 64×64,
we achieve a significant improvement in service throughput; the
concurrency of PAR-DQN and PAR-PPO with image downscaling
(denoted as PAR-DQN1 and PAR-PPO1) improves from 831 (PARs
per server) to 1,573, and 872 to 1,681, respectively. However, they
experience a substantial biofidelity degradation, particularly in the
ability to identify game elements. Figure 6 shows the distribution
of players’ shootings when enemies are visible (<50 m). PAR-DQN
and PAR-PPO with image downscaling perform nearly half shoot
actions (avg. 9.8 and 12.6) than PAR-DQN, PAR-PPO, and human
players (avg. 16.9, 21.2, and 59.9), indicating that image downscaling
causes visual feature losses.

Audio Rendering. To utilize audio information without incur-
ring additional visual rendering overhead, we decouple audio ren-
dering from visual rendering in 3D engines. We then extract the
mel-frequency spectra [41] of audio, and feed them into a 1D con-
volutional neural network to derive features. The extracted audio
and visual features are concatenated as input for DRL models (see
Figure 8). Unfortunately, the additional convolution operations in-
volved in audio feature extraction incur extra 22%–37% inference
delay, resulting in 26% more late instructions.

ModelQuantization. To reduce inference delay, we employmodel
quantization [64], a widely-used technique to accelerate neural net-
work inference by downcasting model parameters from floats to
integers. As shown in Figure 9, we add two functional layers to orig-
inal models — a quantizer before it and a de-quantizer after it. The
former converts inputs and weights of original models from 32-bit
floats to 8-bit integers. After the DRL processing, the de-quantizer
converts the integer outputs back to floats. The PARs with model
quantization are denoted as PAR-DQN3 and PAR-PPO3. In this way,
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the average inference delays of PAR-DQN3 and PAR-PPO3 are re-
duced by ∼20% compared with the original model (see Figure 7).
However, their reactions are still inaccurate from a common user’s
perspective (e.g., inaccurate shooting). Delving deeper, we find that
such quantization causes a loss of precision in parameters [42],
incurring significant drops in models’ reward sum (∼32 %).

3 DESIGN OF PARLIROBO
In this section, we present ParliRobo, a practical PAR solution con-
sisting of three key designs (see Figure 10). Since PPO outperform
DQN in §2.2 and §2.3, we adopt PPO as the final inference model.

3.1 Crucial Visual Representation (CVR)
In §2.3, while image downscaling significantly improves service
throughput, it negatively impacts the biofidelity of PARs due to
the loss of crucial visual features. Thus, CVR directly capture the
meta-information of essential game elements from the 3D engine.

Specifically, we extract and maintain important properties (e.g.,
coordinates and quantities) of all crucial game elements (e.g., build-
ings, props, and players). We then serialize them into lightweight
and structured messages (i.e., type/value pairs) using Google Proto-
col Buffers (GPB) [13]. To ensure these messages act as the visual
state inputs that can be fed into the DRL model for training or infer-
ence, we further adopt the below conformal mapping method [43].

Visual-Aware Feature Extraction with Conformal Mapping.
When playing 3D-FPS MMOGs, human players can only see objects
within their field of vision. As shown in Figure 12, this field of

vision can be considered a 2D circular sector area from the game
map’s top view. Thus, we only need to extract the visual features
of crucial game elements locating within the PARs’ vision field.

To provide PARs with human-like visual features in MMOGs,
we consider these key aspects of human vision simultaneously:
distance, angles, and orientation. To this end, we leverage conformal
mapping [43] which performs coordinate system transformation to
ensure that distant elements appear sparser than closer ones while
preserving angles and orientations among them. As illustrated
in Figure 12, suppose a player is located at (𝑥0, 𝑦0) on the global
map with a constant positive viewing angle 𝜃 , heading towards
the direction 𝜃0, and 𝐸1 (𝑟,−𝜃 ) is an element in the circular sector
area, where 𝜃 > 0. We us the following 2D complex function [37]
to complete the conformal mapping: 𝑀 (𝑧) = − ln(𝑧)

𝑖 ·𝜃 , where 𝑧 =

𝑟 · 𝑒𝑖 · (−𝜃 ) is the point (𝑟,−𝜃 ) under the complex coordinate system.
Then we have:𝑀 (𝑧) = 𝑢 + 𝑣 · 𝑖 = 𝜃

𝜃
+ ln (𝑟 )

𝜃
· 𝑖 .

Thus, we have the mapped point (𝑢, 𝑣) =
(
𝜃

𝜃
,

ln (𝑟 )
𝜃

)
in the pro-

jected vision field for any (𝑟,−𝜃 ) in the original circular sector
area. Conversely, for any (𝑢, 𝑣) in the projected vision field, it cor-
responds to the (𝑟,−𝜃 ) =

(
𝑒𝑣 ·𝜃 , 𝑢 · 𝜃

)
in the original circular sector

area. Since 𝑒𝑣 ·𝜃 is strictly convex, as long as we equally divide the
projected vision field into a 64 × 64 (an empirical size based on our
long-term practice) feature matrix, we can map the crucial game
elements near the human player to the matrix points intensively,
and map those far from the human player sparsely. Also, the angles
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Figure 8: The workflow and detailed neural network structure where visual and
audio data are decoupled in 3D engines, and their features are extracted by CNN.
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and orientations among game elements after the matrix projec-
tion are naturally preserved by the conformal mapping. Therefore,
we finally reconstruct the human vision and preserve its both key
properties in terms of the distance and angles/orientations.

Visual Compensation with Bilinear Extra-/Interpolation. Al-
though the conformal mapping can reconstruct human vision, it
may cause feature losses. Since the projected feature matrix is a
64 × 64 grid where the coordinates of each two neighboring grid
points are not continuous, not all elements in the vision field can
be precisely mapped to the points in the feature matrix, which may
cause PARs to perform actions (e.g., shooting) inaccurately.

We thus use the bilinear extrapolation/interpolation [57] to com-
pensate for the lost visual features caused by the discrete sampling.
Compared to other alternatives (e.g., linear-based [4] and bicubic-
based [6]), the bilinear-based can better balance the complexity and
effectiveness [15]. As Figure 13 shows, assuming that 𝐹 (𝑥,𝑦) is the
original visual feature at (𝑥,𝑦) ∈ R2 of the global map, we divide
the original global map into a 2D mesh grid, and extrapolate 𝐹 to
its four neighboring integral grid points, which is formalized as:

𝐹 (𝑖, 𝑗) = (𝑖 + 1 − 𝑥) · ( 𝑗 + 1 − 𝑦) · 𝐹 (𝑥,𝑦),
𝐹 (𝑖 + 1, 𝑗) = (𝑥 − 𝑖) · ( 𝑗 + 1 − 𝑦) · 𝐹 (𝑥,𝑦),
𝐹 (𝑖, 𝑗 + 1) = (𝑖 + 1 − 𝑥) · (𝑦 − 𝑖) · 𝐹 (𝑥,𝑦),
𝐹 (𝑖 + 1, 𝑗 + 1) = (𝑥 − 𝑖) · (𝑦 − 𝑖) · 𝐹 (𝑥,𝑦),

(1)

where 𝑖 = ⌊𝑥⌋, 𝑗 = ⌊𝑦⌋, and 𝐹 (𝑖, 𝑗) is the extrapolated visual features
at the integral point (𝑖, 𝑗).

Then, for (𝑢, 𝑣) in the projected matrix, we identify its original
point (𝑟,−𝜃 ) in the vision field based on 𝑀 (𝑧) = − ln(𝑧)

𝑖 ·𝜃 where
𝑧 = 𝑟 · 𝑒𝑖 · (−𝜃 ) , and its corresponding point (𝑥𝑢𝑣, 𝑦𝑢𝑣) in the global
map is: (𝑥𝑢𝑣, 𝑦𝑢𝑣) = (𝑟 cos (𝜃0 − 𝜃 ) + 𝑥0, 𝑟 sin (𝜃0 − 𝜃 ) + 𝑦0). We
perform bilinear interpolation to obtain the compensated feature
𝐹𝑐 at (𝑥𝑢𝑣, 𝑦𝑢𝑣), which is also the feature at (𝑢, 𝑣) in the projected
feature matrix:

𝐹𝑐 (𝑥𝑢𝑣, 𝑦𝑢𝑣) = (𝑖 + 1 − 𝑥𝑢𝑣) · ( 𝑗 + 1 − 𝑦𝑢𝑣) · 𝐹 (𝑖, 𝑗)
+ (𝑥𝑢𝑣 − 𝑖) · ( 𝑗 + 1 − 𝑦𝑢𝑣) · 𝐹 (𝑖 + 1, 𝑗)
+ (𝑖 + 1 − 𝑥𝑢𝑣) · (𝑦𝑢𝑣 − 𝑗) · 𝐹 (𝑖, 𝑗 + 1)
+ (𝑥𝑢𝑣 − 𝑖) · (𝑦𝑢𝑣 − 𝑖) · 𝐹 (𝑖 + 1, 𝑗 + 1),

(2)

where 𝑖 = ⌊𝑥𝑢𝑣⌋, 𝑗 = ⌊𝑦𝑢𝑣⌋. In this way, we fill the feature points of
projected matrix with interpolated visual features.

3.2 Realistic Hearing Compensation (RHC)
RHC is designed to address the dilemma: hearing is crucial to PARs
in 3D-FPS MMOGs, but accurately rendering and roughly extrac-
tion of audio are computation-intensive and incur heavy overhead.
To overcome this, we leverage synthesized directional vision to
compensate for PARs’ hearing. We first number all types of sound
events (e.g., gunshots and explosions), and then mark the region
(i.e., the corresponding 2D integer mesh grid in §3.1) where they can
propagate. However, this does not reflect the attenuation character-
istics of sounds. Consequently, PARs can perceive sound events but
struggle to locate them, leading them to search aimlessly instead of
purposefully turning towards the sound source like human players.

To address this, we further propose a linear attenuation-based
acoustic energy transformation scheme that enables PARs to lo-
cate the sound source. This is based on the facts that humans use
the sound intensity difference to perceive the sound orientation
and the sound travels with linear attenuation in 8-Game (cf. §2.1).
Let 𝐴 denote the attenuation function of the sound, and 𝐴 (𝑟, 𝑡)
represent the sound intensity. 𝐴 (𝑟, 𝑡) is related to the sound type
𝑡 and inversely proportional to the distance 𝑟 . That is: 𝐴 (𝑟, 𝑡) ={

−𝑘𝑡 · 𝑟 + 𝑏𝑡 if 𝑟 ≤ 𝑅

0 if 𝑟 > 𝑅 , where 𝑘𝑡 denotes the sound attenua-

tion coefficient of sound type 𝑡 , and 𝑏𝑡 denotes the original sound
intensity, and 𝑅 is the maximum sound propagation range. Then
we integrate 𝐴 to calculate the cumulative sound intensity 𝑆 of
the sound from (𝑥𝑡 , 𝑦𝑡 ) on each grid cell 𝐷 that PARs can perceive:
𝑆 =

∬
𝐷

𝐴

(√︁
(𝑥 − 𝑥𝑡 )2 + (𝑦 − 𝑦𝑡 )2, 𝑡

)
𝑑𝑥𝑑𝑦, (𝑥,𝑦) ∈ 𝐷.

An area with a higher accumulated sound intensity value means
that it is closer to sound sources, and vice versa. Finally, we append
𝑆 to the corresponding feature point of the projected matrix.

3.3 Flexible Model Pruning (FMP)
To avoid the impairment in PARs’ decision-making abilities caused
by model quantization (cf. §2.3), we resort to an advanced model
compression technique, the lottery ticket hypothesis (LTH) [10],
which trims excessive “trivial” neurons from the DRL model to
reduce inference delay. LTH reveals that dense neural networks
contain less complex subnetworks (the so-called “winning tickets”)
that can achieve comparable performance to the original network.

As shown in Figure 11, we first randomly initialize the DRL
model’s parameters and run a training session to update the weights
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of these parameters. Afterwards, we cut off the last 𝑟
√
𝑝% of the pa-

rameters (i.e., setting values to zero) with the lowest-magnitude
weights, and re-initialize the rest parameters with the original
weights of the unpruned model. Further, we re-train the pruned
model. After 𝑟 iterations, we cut off 𝑝% parameters of the original
model, and obtain the final “winning ticket”.

However, when 8-Game updates, the DRL model needs to be
re-pruned and re-trained. Unfortunately, the pruning process is
computationally expensive and has to be run thoroughly for differ-
ent models, since LTH is iterative and magnitude-based, resulting in
weak generalizability for the pruned model. To address this, instead
of redesigning and re-pruning DRL models, FMP strategically repli-
cates (or drops) and reorders atomic units of the original network,
whose corresponding source winning ticket can be stretched (or
squeezed) into a target winning ticket for a new model [8]. This
scheme is derived from our long-term practical experience: since
these updates are usually minor and the input/output dimensions
do not change, original and new models share similar architectures.

Meanwhile, the convolutional layers and the associated pooling
layer in Figure 8 are the natural choice for atomic units. Since the
output is connected to each neural layer directly or indirectly, and
the relationships between them are determined [50, 62], we conduct
a correlation analysis between atomic units and corresponding
game function outputs to decide which atomic units need to be
replicated (or dropped) when adding (or removing) game functions.

4 EVALUATION
We deploy the trained DRL models on four inference servers to gen-
erate actions for PARs, and employ eight game servers to conduct
general game events (e.g.,maintaining player states and synchroniz-
ing them with clients); each is equipped with an Intel Xeon 64-core
CPU @2.40GHz, and 128-GB DDR4 memory (see Figure 2).

4.1 Evaluation on Components
This part evaluates ParliRobo in three aspects by incrementally
enabling one component at a time: service throughput, acoustic
response rate, and interaction delay. More details of these evaluation
metrics are described in Appendix A.2

Crucial Visual Representation (CVR). When CVR is enabled, as
Figure 14a shows, the service throughput of PAR-PPO with CVR (⑤,
2,918) is ∼3.4 times of that of PAR-PPO (①, 872), and is 73.6% more
than that of PAR-PPO with image downscaling (②, 1,681). This
indicates that CVR significantly reduces the overhead on the server
by transforming input states from heavyweight images (adopted
by ① and ②) to ultralight structured representation.

In addition, by comparing ①, ②, and ⑤ in Figure 14b, we no-
tice that CVR and image downscaling have little effect on PARs’
acoustic response rates, since neither of them involves any audi-
tory information. Meanwhile, the results of ①, ②, and ⑤ (164.7 ms
vs. 145.5 ms vs. 123.9 ms) in Figure 14c indicate that image down-
scaling and CVR also effectively decrease the average interaction
delay of PAR-PPO, and thus reduce late instructions (interaction
delay>200 ms) from 14.3% to 6.4% and 3.7%, respectively.

Realistic Hearing Compensation (RHC). While keeping CVR
active, we incrementally enable RHC. As depicted in Figure 14b,
by strategically compensating PARs’ auditory perception through
synthesized directional vision and realistic acoustic energy transfor-
mation, PAR-PPO with CVR and RHC (⑥) achieves a great increase
in the acoustic response rate from 15.7% to 82.1% compared to
PAR-PPO with CVR (⑤). Further, PARs boosted by RHC enjoy a
higher acoustic response rate (⑥, 82.1%) than those with audio ren-
dering (③, 74%), and is closest to that of human players (⑧, 92%),
which indicates that RHC is more effective than audio rendering
for compensating PARs’ hearing since it introduces no noise.
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Figure 14: Evaluation results of individual components in terms of (a) service throughput, (b) acoustic response rate, and (c)
interaction delay. ID, AR, and MQ denote the image downscaling, audio rendering, and model quantization of PAR-PPO+. CVR,
RHC, and FMP represent individual components of ParliRobo. Interaction delay ≥ 200 ms leads to late instructions.

Meanwhile, as plotted in Figure 14a, the service throughput of ⑥

slightly decreases from 2,918 to 2,607 compared to that of ⑤. Even
so, ⑥ still enjoys a higher service throughput (2,607) than that of
① (872) and ③ (1,217), since RHC is more lightweight than audio
rendering. Moreover, Figure 14c shows that the interaction delay of
⑥ (avg. 130.5 ms) is higher than that of ⑤ (avg. 123.9 ms) with an
increase in late instructions from 3.7% to 4.5%. Such performance
degradations is due to the extra computation overhead introduced
by RHC for compensating PARs’ auditory perception.

Flexible Model Pruning (FMP). Figure 14c demonstrates that
when FMP is further enabled, ParliRobo (⑦) owns the lowest in-
teraction delay (80.3 ms on average), and thus greatly reduces the
proportion of high interaction delays (> 200 ms), resulting in a
reduction of late instructions from 14.3% (①, PAR-PPO) to 0.78%.
Compared with PAR-PPO with CVR and RHC (⑥), ⑦ significantly
reduce the inference delay by cutting excessive “trivial” neurons
off the complex DRL model. Moreover, as illustrated in Figure 14a,
the service throughput of ⑦ greatly increases from 2,607 to 3,307,
compared with that of ⑥. This improvement indicates that FMP
can also alleviate the computational overhead on the server.

Nevertheless, Figure 14b shows that FMP incurs a performance
degradation on acoustic response rate by comparing ⑥ and ⑦ (from
82.2% to 80.4%), and a similar trend also exists in model quantiza-
tion by comparing ③ and ④ (from 74% to 68.3% ). This is because
FMP and model quantization either cut “trivial” neurons off the
complex DRL model or downcast their precision, which weakens
the inference ability of DRL models. Fortunately, such degradation
(1.8%) caused by FMP is moderate and acceptable given its benefits
in service throughputs and interaction delays.

4.2 Individual Biofidelity
Individual biofidelity metrics (𝐼𝐵𝑀) measure the resemblance be-
tween PARs and human players in these key micro-level behav-
iors: shooting (𝐼𝐵𝑀𝑠 ), hitting (𝐼𝐵𝑀ℎ), jumping (𝐼𝐵𝑀𝑗 ), crouching
(𝐼𝐵𝑀𝑐 ), moving distances (𝐼𝐵𝑀𝑚), and props gathered (𝐼𝐵𝑀𝑝 ), cov-
ering most gaming behaviors in 3D-FPS MMOGs. More details of
individual biofidelity metrics are depicted in Appendix A.2.

Figure 15 shows that ParliRobo exhibits more resemblances with
human players compared to PAR-PPO and PAR-PPO+ across all
micro-level behaviors. The distribution of ParliRobo’s each behavior
is closest to that of human players compared to PAR-PPO and

Table 1: Mini Turing test results of human players and PAR
systems. The percentages in bold indicate the TPRs.

Solution Labeled as Humans Labeled as Robots

Human 2958 (87%) 442 (13%)
PAR-PPO 1326 (39%) 2074 (61%)
PAR-PPO+ 1904 (56%) 1496 (44%)
ParliRobo 2482 (73%) 918 (27%)

PAR-PPO+, with the lowest value of the corresponding 𝐼𝐵𝑀 . For
instance, Figure 15b shows that the distribution of ParliRobo’s
hitting frequency basically fits that of human players (𝐼𝐵𝑀ℎ=0.023),
which reveals that ParliRobo owns the ability (comparable to that
of human players) to accurately locate and hit enemies.

4.3 Mini Turing Test
However, the micro-level metrics are unable to well reflect the
overall biofidelity of PARs [19]. Thus, we additionally employ the
mini Turing test [18, 53] to evaluate the macro biofidelity of PARs
perceived by real users and define themini Turing test pass rate (TPR)
as # 𝑜 𝑓 𝑡ℎ𝑒 𝑡𝑒𝑠𝑡𝑠 𝑤ℎ𝑒𝑟𝑒 𝑃𝐴𝑅𝑠 𝑎𝑟𝑒 𝑙𝑎𝑏𝑒𝑙𝑒𝑑 𝑎𝑠 ℎ𝑢𝑚𝑎𝑛𝑠

# 𝑜 𝑓 𝑡ℎ𝑒 𝑡𝑜𝑡𝑎𝑙 𝑡𝑒𝑠𝑡𝑠
. To obtain TPR, we

conduct another IRB-approved user trial by employing 34 users
under their consent. More details of the crowdsourcing study are
stated in Appendix A.2. Table 1 reveals that the 𝑇𝑃𝑅 of ParliRobo
(73%) is comparable to that of human players (87%), and significantly
higher than that of PAR-PPO (39%) and PAR-PPO+ (56%). Note
that 13% of human players are labeled as PARs, which is probably
because they are unskilled and thus look like a robot.

5 RELATEDWORK

AI Techniques for Game Bots. In the past decade, the research
community has conducted a plethora of studies on AI robots, mainly
for three typical genres of games (i.e., board, card, and MMOGs),
through DRL [21, 33, 47] and/or searching tree-based methods [9,
22, 23], while the majority of them aim to develop winning AI
robots and provide small-scale services [61]. In board games, for
example, DeepMind leverages Monte Carlo Tree Search [7] together
with DRL [1] and self-play [16] to develop the AlphaGo series [12,
20, 48] that defeat professional players in Go. In card games, related
studies [5, 65] introduce Counterfactual Regret Minimization (CFR)
and leverage DNN to develop AI robots in Poker games.
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Figure 15: Performance of PAR-PPO, PAR-PPO+, ParliRobo, and human players on micro-level behaviors. 𝐼𝐵𝑀 (ranging from 0
to 1) denotes the corresponding divergence of each behavior; a smaller value indicates a better human-robot resemblance.

Other studies [3, 26, 54] focus on developingAI robots forMMOGs
which involves more complex environments and real-time inter-
actions than board and card games. AlphaStar [56] adopts super-
vised learning to initialize robot parameters and multi-agent RL
to improve performance, and outperforms 99.8% human players in
StarCraft [3]. Open AI Five [2], the AI robot of Dota2 [54], leverages
distributed self-play DRL to boost the training process, making it
the first AI system that defeat the world champions of the game.

Our study distinguishes itself from the above studies in three
aspects. First, instead of focusing on defeating human players, we
make efforts to provide generic framework to realize participant
AI robots for MMOGs. Second, ParliRobo is lightweight yet effec-
tive owing to our novel “transform and polish” methodology that
substantially lighten the key components of the PAR system. Last,
we demonstrate the practicality of our AI robots by real-world de-
ployment at scale, which serves a great number of human players.

Evaluation Metrics. Players’ ever-growing expectations of gam-
ing experience, together with the increasing complexity of games,
have been driving both academia and industry to define suitable
metrics that better evaluate AI robot performance as well as player
experience [45, 55]. For winning AI robots [2, 12, 30, 48, 56, 59, 60],
the winning rate is an adequate metric to evaluate their perfor-
mance. Nevertheless, it is not suitable for evaluating PARs whose
purpose is to provide average-level participation service for human
players at scale, rather than defeat human players [25, 35].

In the literature, there is a limited number of studies on PARs’
evaluation metrics, yet all of them perform evaluations at small
scale and/or concerning specific aspects. Lample et al. [29] leverage
the behavioral data (i.e., the number of objects, kills, deaths, and
suicides) as metrics to evaluate PARs’ resemblances with humans.
Lin et al. [32] propose the playstyle metric from observations and

actions, aiming to measure how close two players’ behaviors are.
Osborn et al. [44] define the Gamalyzer metric based on refinements
to edit distance [34] of play traces in a game-independent way. In
comparison, we not only evaluate the biofidelity of PARs from both
micro and macro perspective, but also consider the infrastructure
costs under large-scale deployment. We hope that these metrics
can benefit future researches on PARs.

6 CONCLUSION
This paper presents the design, implementation, real-world deploy-
ment, and comprehensive evaluation of ParliRobo, a lightweight
yet effective participant AI robot (PAR) system for MMOGs. We
reveal the obstacles of developing satisfactory PARs at scale in the
context of a popular 3D-FPS mobile MMOG, and demonstrate that
they cannot be well addressed through intuitive implementations
and optimizations. Instead, ParliRobo overcomes them via a non-
conventional “transform and polish” methodology that substan-
tially lightens the key components of a PAR system by approximate
transformation, and meanwhile carefully repairs the incurred side
effects on user perceptions. ParliRobo is now being used to serve
millions of human players with acceptable biofidelity and back-end
cost. We believe that many lessons and experiences we have learned
from building ParliRobo could also benefit the research on PARs
for other MMOGs as well as related AI robot applications.
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A APPENDIX
A.1 Introduction to 8-Game
In today’s online gaming landscape, MMOGs have formed a $54
billion market in 2022 [51]. In this work, to provide a generic frame-
work for realizing PARs in MMOGs, we target the most challeng-
ing MMOGs genre that involves action-packed real-time 3D inter-
actions, by collaborating with 8-Game, a popular 3D-FPS mobile
MMOG with ∼230,000 users as of 03/2022. Each round of 8-Game
is a 30-player “death match” that lasts for 15 minutes, where each
player’s target is to gain as many scores as possible by killing others
or picking up money. When the time of a game round runs out,
players are ranked in descending order by their scores, and the
top three players win the game. Although gathering as many as
30 players per round makes 8-Game exciting, the operators find
that during off-peak hours, the players often need to wait for a
considerable time to start a round. This promotes our collaboration
with 8-Game to develop PARs.

In detail, the battlefield of 8-Game is a 4 𝑘𝑚 × 4 𝑘𝑚 square
island where players can walk, jump, crawl, gather props (e.g.,
money, weapons, and medicine bags), and fight with others. Players
experience the game through the protagonist’s eyes with a 110-
degree wide view angle and a 250 𝑚 visual scope. Additionally,
players can hear sound events (e.g., footsteps and gunshots) within
a range of 50 𝑚. Note that in 8-Game, sound travels with linear
attenuation (cf. §3.2) and is not affected by obstructions. During a
round, players have three chances to revive; each time players are
revived, they are initiated with the same hit point (HP), which will
drop by a certain amount when players get attacked at a specific
body part. Once a player “dies” (i.e., the HP reaches zero), half of
their money will be transferred to the one killing them.

A.2 Evaluation Metrics
We adopt the following metrics to comprehensively evaluate PARs
in terms of their biofidelity and infrastructure costs.

Service Throughput. Considering the need for large-scale use,
we leverage the service throughput to measure the scalability of
each solution on a single commodity physical server (with an Intel
Xeon 64-core CPU@2.40GHz and 128-GB DDR memory). In §2.2,
we demonstrate that the main burden imposed on the server comes
from high CPU utilization. Thus, we record the number of concur-
rent PARs when the CPU utilization of an inference server reaches
100%, and measure the service throughput by the average number
of the concurrent PARs supported by the four servers.

Acoustic Response Rate. Our observations (see from §2.2) show
that when human players hear sound events (i.e., gunshots and
explosions), they tend to exhibit a high action saliency which is
defined as the cosine distance of two consecutive action vectors
ranging from [0,2]. Thus, we devise the acoustic response rate to
quantifies PARs’ ability to perceive and respond to sound events.
In detail, we manually create sound events (e.g., shooting and/or
moving) behind PARs within a radius of 50 meters every second
in 200 seconds, and count the number of responses (e.g., turning

and/or shooting) when the corresponding action saliency distance
exceeds an empirical threshold of 0.6. The ratio of the responses to
the sound events is regarded as the acoustic response rate.
Interaction Delay. As stated in §2.2, the interaction delay shows
how quick PARs react to the environment. According to the system
architecture in Figure 2, we take interaction delay as the sum of
the client-server network delay (𝑡1), inter-server network delay
(𝑡2), and inference delay for an action (𝑡3). Specifically, we sample
interactions every second over a 100-second period, and record the
corresponding 𝑡1, 𝑡2, and 𝑡3.

Individual Biofidelity metrics (𝐼𝐵𝑀). The individual biofidelity
metrics (𝐼𝐵𝑀) measure the resemblance of PARs to human play-
ers in these key micro-level behaviors: shooting, hitting, jumping,
crouching, moving distances, and props gathered, which cover most
gaming behaviors in 3D-FPS MMOGs. To eliminate probable mea-
surement bias caused by individual sampling, we collect the above
behavioral data of 96,812 opt-in users and 19,362 already-deployed
PARs for two months (Oct.–Nov. 20211) with a well-established IRB
and informed user consent.

Specifically, we denote the 𝐼𝐵𝑀 for the above micro behaviors
as 𝐼𝐵𝑀𝑠 , 𝐼𝐵𝑀ℎ , 𝐼𝐵𝑀𝑗 , 𝐼𝐵𝑀𝑐 , 𝐼𝐵𝑀𝑚 , and 𝐼𝐵𝑀𝑝 . They are calculated
from the Jensen-Shannon Divergence (JSD, one of the mainstream
statistical methods for measuring the divergence of two distribu-
tions [11]) based on behavior frequency distributions of PARs (𝑃 )
and human players (𝐻 ). Formally, 𝐼𝐵𝑀𝑏 on each micro behavior 𝑏
is defined as:

𝐼𝐵𝑀𝑏 = 𝐽𝑆𝐷 (𝑃𝑏 ∥𝐻𝑏 ) =
1
2
𝐾𝐿(𝑃𝑏 ∥𝑀𝑏 ) +

1
2
𝐾𝐿(𝐻𝑏 ∥𝑀𝑏 ), (3)

where𝑀𝑏 =
𝑃𝑏+𝐻𝑏

2 and KL divergence [58] is the relative entropy
of two distributions. A lower IBM indicates a closer behavioral
resemblance between PARs and human players.

Mini Turing Test. However, the micro-level metrics are unable
to well reflect the overall biofidelity of PARs [19]. Thus, we addi-
tionally employ the mini Turing test [18, 53] to evaluate the macro
biofidelity of PARs perceived by real users and define the mini
Turing test pass rate (TPR):

𝑇𝑃𝑅 =
# 𝑜 𝑓 𝑡ℎ𝑒 𝑡𝑒𝑠𝑡𝑠 𝑤ℎ𝑒𝑟𝑒 𝑃𝐴𝑅𝑠 𝑎𝑟𝑒 𝑙𝑎𝑏𝑒𝑙𝑒𝑑 𝑎𝑠 ℎ𝑢𝑚𝑎𝑛𝑠

# 𝑜 𝑓 𝑡ℎ𝑒 𝑡𝑜𝑡𝑎𝑙 𝑡𝑒𝑠𝑡𝑠
(4)

To obtain the TPR, we conduct another IRB-approved user trial
under their consent. We employ 34 test users who have no common
interest with 8-Game from a large university. These participants
are diverse in terms of their gender (17 females), age (from 20 to
49), and education levels (from freshman to Ph.D.). We record game
video clips (∼35 seconds on average) of 100 PARs for each system,
and 100 human players whose privacy information is well protected.
Then, these participants watch all video clips, and label the relevant
players in videos as PARs or human players according to their
perceptions.
1After Nov. 2021 (until Apr. 2023) we constantly update the DRL model with new data
and game features (if any), as well as monitor the performance of ParliRobo with the
help from opt-in users. The results indicate that based on monthly maintenance of the
model, the performance of ParliRobo can remain pretty stable – the fluctuations lie
between -0.9% and 2.1% as compared to the performance during Oct.–Nov. 2021.
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